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UNIT-1
MATRICES

Matrix: A system of m*n numbers real (or) complex arranged in the form of an ordered set
of ‘m’ rows,, each row consisting of an ordered set of ‘n’ numbers between [ ] (or) () (or) || ||

is called a matrix of order m xn.

allalz lllllllll aln
a21a12 --------- azn

o [aij ]mxn where 1< i<m, 1<j<n.
CYIO: amn

Some types of matrices:
1. Square matrix: A square matrix A of order nxn is sometimes called as a n- rowed

matrix A (or) simply a square matrix of order n
eg :B%]is 2" order matrix

2. Rectangular matrix: A matrix which is not a square matrix is called a rectangular

matrix,

275 4

3. Row matrix: A matrix of order 1xm is called a row matrix
eg: [123]1,3
4. Column matrix: A matrix of order nx1 is called a column matrix

is a 2x3 matrix

1
Eg: |1
2 3x1
5. Unit matrix: if A= [aij] nxn Such that ajj = 1 for i = j and ajj = 0 for i#j, then A is called a
unit matrx.
100
Eg:l = [(1)(1’] l= o1o]
001
6. Zero matrix: it A = [aij] mxn that aj; = Vi, j then A is called a zero matrix (or) null matrix
) _[000
Eg: 02x3—[0 00
7. Diagonal elements in a matrix A= [aij]mxn, the elements a;; of A for whichi=ji.e.

(@11, @22....ann) are called the diagonal elements of A

123
4 5 6|diagonal elements are 1,5,9
789

Eg: A=
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Note: the line along which the diagonal elements lie is called the principle diagonal of A
8. Diagonal matrix: A square matrix all of whose elements except those in leading
diagonal are zero is called diagonal matrix.
If di, do...... dn are diagonal elements of a diagonal matrix, A, then A is written
as A =diag (di, d2.... dn)
Eg: A=diag (3,1,-2)
9. Scalar matrix: A diagonal matrix whose leading diagonal elements are equal is

200
called a scalar matrix. Eg: A=10 2 0

002
10. Equal matrices: Two matrices A = [a;;] and b= [bjj] are said to be equal if and only if

(i) A and B are of the same type (ii) aij = bj; for every i&j
11. The transpose of a matrix: The matrix obtained from any given matrix A, by inter
changing its rows and columns is called the transpose of A. It is denoted by a! (or) a.
If A = [aij] mxn then the transpose of A. is Al = [bij] nxm, Where bji = ajj Also (a})! = A
Note: Al and B! be the transposes of A and B repectively, then
(iX(AY' = A
(i) (A+B)! = Al+B!
(iii) (KA)! = KA, K is a scalar
(iv) (AB)!= B'A!
12. The conjugate of a matrix: The matrix obtained from any given matrix A, on
replacing its elements by corresponding conjugate complex numbers is called the
conjugate of A and is denoted by A
Note: if Aand B be the conjgates of A and B respectively then,
(i) (4) = A
(i) (A+B) = A+B
(iii) (KA) = KA, Kisa any complex number
(iv) (AB)= B A

302250 ong o [ 731 2 5i

e a2
Eg’lfA_[—iO4i+3 rxa i0 —4 i+3l,,

13. The conjugate Transpose of a matrix

The conjugate of the transpose of the matrix A is called the conjugate transpose of A

and is denoted by A® Thus A® :(A_l) is the transpose of A® now a = [ajjJm«n — A® =[bijjnxm,

where bij = aij i.e. the (i,j)™ element of A® conjugate complex of the (j, i)™ element of A
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5 0
_|3—1 1—-1i

e —
then A 2 4—i

Eg:if A=

53-i —Zi]’ -

01+i 4-—i

14. Upper Triangular matrix: A square matrix all of whose elements below the leading
diagonal are zero is called an Upper triangular matrix.
138
Eg; |10 4 -5
00 2
15. Lower triangular matrix; A square matrix all of whose elements above the leading
diagonal are zero is called a lower triangular matrix
400
Eg:[520
736
16. Symmetric matrix: A square matrix A =[ajj] is said to be symmetric if aj; = aji for every i
and j Thus A is a symmetric matrix iff AT=A

ahg

Eg: [h b f‘ Is a symmetric matrix
gfc

17. Skew — Symmetric: A square matrix A = [ajj] is said to be skew — symmetric if ajj = — aji

for every i and j. Thus A is a skew — symmetric iff A=-AT

0 a —b
—a 0 c
b —c O

18. Trace of A square matrix: Let A = [aijJaxn the trace of the square matrix A is defined as

Eg: is a skew — symmetric matrix

Yit1 @i and is denoted by ‘tr A’
ThustrA= Y}, a; =autaznt....... +ann
Properties: If A and B are square matrices of order n and X is any scalar, then
Q) tr(AVA)=AtrA
@) tr(A+B)=trA+trB
@iii)  tr(AB) = tr(BA)
19. Idempotent matrix: If A is a square matrix such that A2 = A then ‘A’ is called idempotent
matrix
20. Nilpotent matrix: If A is a square matrix such that A™=0 where m is a +ve integer then A
is called nilpotent matrix.
21. Involutory: If A is a square matrix such that A? = | then A is called involuntary matrix.

22. Orthogonal matrix: A square matrix A is said to be orthogonal if AAl = AlA = 1.
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23. Conjugate of a matrix:

If the elements of a matrix A are replaced by their conjugates, then the resulting matrix is

defined as the conjugate of the given matrix. We denote it with 4
2+ 3i 5 - 3i 5

6—7i —-5+4i +7i =5-—i

24. The transpose of the conjugate of a square matrix:

e.g If A:[ ] then Zz[é
If A is a square matrix and its conjugate is 4, then the transpose of4 is (Z)T.It can be easily
seen that (4)' =A. It is denoted by A°
Note: If A%and B be the transposed conjugates of A and B respectively, then
i) (49)° = Aii) (A £ B) = A° + B i) (KA)® =KA°  iv) (AB)® = BOA°
25. Hermitian matrix:

: — —T_ - :
A square matrix A such that A=A" (or) (4) =A is called a Hermitian matrix. Here

—\T
(A) =A, Hence A is called Hermitian

4 1+3i
1-3i 7

4

eg A= 1+ %8

] then Z:[ L _73i] and A9:[ o1+ 3i]

1-3i 7
Note:
1) The element of the principal diagonal of a Hermitian matrix must be real
2) A hemitian matrix over the field of real numbers is nothing but a real symmetric.

26. Skew-Hermitian matrix

. H H ey . " .
A square matrix A such that AT=-4 (or) (4) =-A is called a Skew-Hermitian matrix

e.g. Let A= _;3:1, 2—+i i] then Z:[_;i_i 2 z_ i] (Z)T:[ZB_ii _2i+ i]

- (A) =A
A is skew-Hermitian matrix.
27. Unitary matrix:
A square matrix A such that () =41, i.e (4) A=A(4) =I
If A° A=I then A is called Unitary matrix
28. Rank of a Matrix
Let A be mxn matrix. If A is a null matrix, we define its rank to be ‘0’. if A is a non-

null matrix, we say that r is the rank of A if

l. Every (r+1)th order minor of A is ‘0’ (zero) &
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. At least one rth order minor of A which is not zero.
29. Normal Form:

Every mxn matrix of rank r can be reduced by a finite number of elementary transformations

to the form (z)rg) where I, is the r — rowed unit matrix.

Note: 1. If A is an mxn matrix of rank r, there exists non-singular matrices P and Q such that
_ (1.0

PAQ = ( . 0)

30. Gauss — Jordan method
I.  suppose A is a non-singular matrix of order ‘n’ then we write A =In A
ii.  Now we apply elementary row-operations only to the matrix A and the pre-factor I, of
the R.H.S
iii. ~ We will do this till we get In = BA then obviously B is the inverse of A.
31. Non homogeneous working rule.
The system Ax = B is consistent if p(A) = p[A/B]
i). p(A) = p[A/B]= r < n(no. of unknowns).
Then there are infinite no of solutions.
ii). p(A) = p[A/B] = number of unknowns then the system will have unique solution.
ii1). p(A) # p[A/B] the system has no solution.
32. homogeneous working rule.
Working rule for finding the solutions of the equation Ax =0
(). Rank of A = No. of unknowns i.e r = n the given system has zero solution.
(i1). Rank of A < No of unknowns (r<n) and No. of equations < No. of unknowns (m<n) then

the system has infinite no. of solutions.

Short answer questions

cos 0 sin0

1. showthat A = [_ sin 0 cos 0

is orthogonal.

cos0sin0

Solution: Given A = [_ sin 0 cos 0

T _[cosB —sin0
A _[sine cose]

. T_[cos® sinO] [cosO —sinb
Consider A.A" = —sin0 cos 9] [sin 6 cosO
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cos* @ +sin’ @ —cosésin @ +cosdsin 6
_|-sin@cos@+coshsing®  cos’ O +sin? 6
=lo1] =
A is orthogonal matrix.
2. Theorem: Every square matrix can be expressed as the sum of a symmetric and skew
— symmetric matrices in one and only way
Proof: let A be any square matrix. We can write
A=Y (A+AL)+ ¥ (A-AY)=P+Q (say).
Where P = % (A+Al)
Q=% (A-Ab
We have P! = {¥ (A+AY} =% (A+A)?! since [(KA)! = KAY]
=1 [A+(AY]=% [A+Al]=P
P is symmetric matrix.
Now, Q' = [ ¥ (A-AD]! = % (A-AN?
=1 [AL-(AD] =% (AL-A)
= -1 (A-AY)=-Q
Q is a skew — symmetric matrix.
Thus, square matrix = symmetric + skew — symmetric then to prove the sum is
unique.
It possible, let A = R+S be another such representation of A where R is a
symmetric one S is a skew — symmetric matrix.
R!=Rand S'=-S
Now A! = (R+S)! = R1+S! = R-S and
Y (A+Al) =% (R+S+R-S) =R
1 (A-AD) =% (R+S-R+S) = S
=R =P and S=Q
Thus, the representation is unique.
3. Theorem2: Prove that inverse of a non — singular symmetric matrix A = symmetric.
Proof: since A is non — singular symmetric matrix A exists and AT = A
Now, we have to prove that Al is symmetric we have (A1) T = (AN = Al (by (1))
Since (A™Y) T = A therefore, A is symmetric.

4. Theorema3: if A is a symmetric matrix, then prove that adj A is also symmetric
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Proof: Since A is symmetric, we have AT=A ... (1)
Now, we have (adjA)" = adj AT [ since adj A! = (AdjA)}]
=adjA by (1)]
(adjA)T = adjA therefore, adjA is a symmetric matrix.

5. Express the matrix A as sum of symmetric and skew — symmetric matrices. Where

3—-26
A=l2 7-1
54 0
3—-2 6
Solution: GivenA =2 7-1
5 4 0
3—2 5
ThenAT=]2 7-1
5 4 0
Matrix A can be written as A = % (A+AT) + % (A-AT)
. 3 -2 6 3—2%
:>P:1/2(A+AT):E 2 7-1|+|-27 4
5 L2 @ 6—1 0

3 R
[6 0 11 [ g}
=-10 143 :|07EI

11 3 0 11053 OJ
74 2
Q=% (A-AT)
L 3—2 6 =2 5
=2 7-1(—|-2 7 4
5 4 0 -1 0
0-2 -
2
=12 0 >
2
15
2 2
A =P+Q where ‘P’ is symmetric matrix
‘Q’ is skew-symmetric matrix.
1 23
6. find the adjoint and inverse ofamatrix A= |3 -2 1
4 21
A11A12A13
Solution: Adjoint of A = [A;14;2453
A31A32A33
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Where Aij are the cofactors of the elements of ajj.
Cofactors Ajj= (-1)" M

—4 11 477 —4 4 8
4-116| = |1—-11 8

8 8-8 14 6—8

Adjoint of A =

|A| = -4-2(-1) +3(14) = 40

A—lzi djA
|A|(a1)

AT g

7. Solve the equations 3x+4y+5z = 18, 2x-y+8z =13 and 5x-2y+7z =20

1[4 4 8
= —|1 =118

Solution: The given equations in matrix form is AX =B

= elpl-a

det A = 3(-7+16)-4(14-40) +5(-4+5) = 136

(=7 +16) — (14 — 40)(—4 + 5)
co-factor matrix is D= |—=(28 + 10)(21 — 25) — (—6 — 20)
(32 +5) — (24— 10)(-3 - 8)
D=|-38—-4 26
37—-14-11
9 - 38 37]

9 26 1]

AdjA=D"=|26—-4—-14

126 — 11

L [9-38 37]
A‘1:1/detAade:E 26 —4— 14
126 — 11
Ax=B=>x=A1lB
1 [9-38 37] [18'
=—126—4—14||13
1361156 11 1l20.
1 [162 — 494 — 740]
=—1468 — 52 — 280
136118 4+ 338 — 220 |
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H ) 408] [3]
y|=—|136| = |1
2 130[136] |1

Solution is x =3, y=1, z=1.

8. Theorem: The Eigen values of a unitary matrix have absolute value I.
Proof: Let A be a square unitary matrix whose Eigen value is A with corresponding
eigen vector X

=> AX=MX-(1)
_ — —T—T —
= AX=XX=2XA =XXT-(2)
—\T
Since A is unitary, we have (A) A =1- (3)
. —T—T —
(1) and (2) given X A AX = MXTX
. —T —T
e X X=MXX
—T _
From (3) =X X(1—2) =0
_T e
Since, X X # O,we musthave 1 —AA =0
300, <
Since, |7\|:m We must have mzl.

9. Theorem: Prove that transpose of a unitary matrix is unitary.
Proof: let A be a unitary matrix
Then A.A% = A% A =1

Where A%the transposed is conjugated of A.
- (A4%)" = (4%4) = ()T
- (AA9)" = (494) = ()T
= (49)" AT = AT(4%)" =1
= (AT)GAT — AT(AT)Q =]

Hence AT is a unitary matrix.

) ) I 3i 2+
10. Find the eigen values of A_[—2+i i ]
Solution: we have A= [ 31 , 2 + l]
241 —i
— [ —-3i 2-i r [ 3i -2+
sod=| 5% T =0 T
= A=—AT

10
MATHEMATICS-1 (UNIT-1, MATRICS) MRITS, H&S DEPARTMENT




Thus, A is a skew-Hermition matrix.

~The characteristic equation of Ais |[A — AI| = 0
=13i—41 2+i—-24+i —-1-21]=0
=12 —-2i1+8=0

= A = 4i,—2i Are the Eigen values of A

_ _ [1/2i x/§/2]
11. Find the eigen values of A= 32 1)2
Now Z:[_l/Zi 1/2\@] and
1/2v/3  —1/2i
—r_[-1/2i 1/2V3
@ [1/2\/§ —1/2i

=T 11 07_
We can see that 4 .A—[O 1]—1

Thus, A is a unitary matrix
=~ The ch. equation is|A — AI| = 0
YRi-212 1/2\3 =
1/2vV3  1/2i—-2
Which gives 2 = 1/2v/3 + 1/2i and
A=1/2V3 +1/2i
Hence above A values are Eigen values of A.

:}‘

3 7—4i —24+5i
12, If A= 7 + 4i —2 3 +i |thenshow that A is Hermitian iA is skew-
—2-50 3-i 4
Hermitian.
3 7—4i —-2+45i
Sol:  Given A=| 7 +4i -2 3+i |then
—2—5i 3-i 4
B 3 7+4i —2-5i o 3 7—4i —2+5i
A=|7-4i -2 3—i |And(4A) =| 7+ 4i -2 341
—2+50 3+i 4 —2—-5i 3-—i 4
—\T
~ A= (A) Hence A is Hermitian matrix.
Let B=iA
3i 4471 —5-—2i]
.eB=|—-4+7i —2i —1+ 3i|then
| 5—-2i 143i 4i
[ -3 4-7i —=5+2i . —-3i —4-7i 5+2i
B=|-4-7i 2i -1-3i|And(B) =|4-7i 2i 1—3i
| 5+4+2i 1-3i —4i —542i —-1-3i —4i

11
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—3i —4—-7i 5+2i

—\T

(B) =|4-7i 2i 1-3i
—54+2i —1-3i —4i

- (B) =B

~B=iA is a skew Hermitian matrix.
13. If A and B are Hermitian matrices, prove that AB-BA is a skew-Hermitian matrix.

Solution: Given A and B are Hermitian metrices
~(4) =4 And (B) =B --ermeeeer )
Now (4B — BA) = (4B — BA)"
= (4B - BA)
= (4B) - (B4) =(B) (@) - (@) (B)’
= BA — AB (By (1))
= —(AB — BA)

Hence AB-BA is a skew- Hermitian matrix.
a+ic r=b+id
b+id a-—ic
a+ic —-b+id
b+id a-—ic
—ic —b-— id]

—id a+ic

a—ic —b-— id)
b—id a+ic

6 _ (! _(a—ic —b-—id
A _(A) _(b—id a+ic)

14. Show that A:[ is unitary if and only if a®+b?+c?+d?=1
Solution: Given A=

Then A = [Z

Hence A = (4) = (

. 146 _ (a=ic —=bid\fa—ic b-—id
Al _(b+id a—ic)(—b—id a+ic)
:<a2+b2+c2+d2 0 )
0 a® +b* + c* + d?

~AA? =Tifandonlyifa? + b> +c?+d? =1

15. Show that every square matrix is uniquely expressible as the sum of a Hermitian

matrix and a skew- Hermitian matrix.

Solution. Let A be any square matrix

Now (4 + 4°)° = 4° + (4°)°

12
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=A4%+4A
(A+49)° = A+ A° = A + A° is a hemitian matrix.
= %(A + A%) is also a Hermitian matrix
Now (4 — 49)° = 4° — (4%)°
=A% —4=—-(4-A4)°
Hence A — A? is a skew-Hermitian matrix

%(A — A%) Is also a skew —Hermitian matrix.

16. Given that A-[_1 + 2 14 Zl] show that (1 — A)(1 + A)~1 is a unitary matrix.
Solution: we have 1 — A = [(1) (1)] 5 [_1 ey . T)Zi]
- [1—121' —11_2i] 2L
1+4 5 [(1) oIS 1-;2i]
:[—11 2i 1 JZZL]
(A+AT = T1- (41-1) 1-— 21 _11_2i]
_2[1—2i _11_2i]
LetB=(1+A4A)(1+A)!
1 I
B =€[1—12i 7
Now B — %[2 1441' -2+ 41] and (B) B %[—z_fzu 21—44-1:]
o) ~5gl, "

13
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_1[36 071_71 01_
_E[o 3&‘&0 J‘I
(B) =57
i.e B is unitary matrix.

-~ (1—A)(1 + A)~ 1 Is a unitary matrix.

123
17. find the rank of the given matrix [3 4 4
71012
12 3
solution: Given matrix A=|3 4 4
7 10 12
— det A = 1(48-40)-2(36-28) +3(30-28)
=8-16+6 =-2#0
We have minor of order 3 # 0
P(A) =3.
2 S 7
18. find the rank of the matrix A = |3 — 2 4| by reducing it to Echelon form.
il o, A1
2\ 7
solution: Given A=|3 -2 4
[l X
Applying row transformations on A.
1-3-1
A~|3-2 4|Ri<Rs
2 3 7
1-3-1
~l0 7 9[R2—Rz2-3R:
0 9 9
R3z— R3-2R:
1-3-1
~]0 1 1[|Rs'>R3-R:
0 1 1
1-3-1
~fo 1 1
0 0 O

This is the Echelon form of matrix A.
The rank of a matrix A.

= Number of non — zero rows =2
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Long answer questions

4 4-3 1
11-1 0
k2 2-2

19. For what values of k the matrix has rank “3’.
99 k 3
Solution: The given matrix is of the order 4x4
If its rank is 3 = det A =0
44-31
Alk 22 o)
99 k 3
Applying R2 — 4R2-R1, R3 —4R3— kR1, Rs — 4R4 — 9R;
4 4 =3 1
We get A ~ o 0 -1 S

0 8—4k 8+3k 8-k
0 0 4k+27 3

Since Rank A =3, det A =0

0-1-1
8 —-4k8 +3k 8-k
04k + 273

1[(8-4K)3]-1(8-4K) (4k+27)] = 0
(8-4K) (3-4k-27) = 0

(8-4K) (-24-4K) =0

(2-K) (6+k) =0

4 =0

k=2ork=-6
123 4
20. By reducing the matrix [2 1 4 3 |into normal form, find its rank.
305-10
123 4
Solution: GivenA=[2 1 4 3
305-10
[1 2 3 4
A~|10 -3 -2 5|R2—>Rx-2R;,Rs—>R3-3R;
0—6—4 — 22
(1 2 3 4]
A~[0-3—-2—-5|Rs3—Ra/-2
0 3 2 11
(1 2 3 4]
A~10-3—-2-5|R3—Rs3+tR>
0 0 0 6

15
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1 0 0 O
A~]0—-3—-2-—5]|c2-2c1, €3-3C1, Cs-4C1
0 0 0 6
1 0 0 O
A~]10—3 0 0 |3c3-2c2, 3cs-5¢C2
0 0 018
1000
A~10 1 0 0]c2/-3,c4/18
0001
1000
A~|0 1 00 |cs<>c3
0 010

This is in normal form [13 0]
Hence Rank of A is “3’.

21. find the inverse of the matrix A using elementary operations.

16 4
0 23
0y 2

We can write A = I3 A

Given A =

(1 6 4 00 0

0 2 3]0 1 0[A

0 1 2 00,1
Applying Rz —2R3-R2, we get
[1 6 4 100

0 23]21010A

0 11 002

Applying R1—R1-3R2, we get

'10—5 1-3 0
02 3 0 10
0 11 0 0 2

Applying R1 — R1+5R3, R2 — R2-3R3/2, we get

100] [1 -3 10
010f=]0 1/3-3
0011 10 O 2

B is the inverse of A.

A=l3=BA

22. Discuss for what values of A, 1 the simultaneous equations x+y+z = 6, X+2y+3z =10,

x+2y+Az = p have
(). no solution
(if). A unique solution

(iii). An infinite number of solutions.
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Soln: The matrix form of given system of Equations is

11 1][x 6
Ax=|1 2 3||y|=]|10[=B
1 2 Allz U
1116
The augmented matrix is [A/B] = |1 2 3 10]
1221 u
1 1 1 6
[A/B]~]0 1 2 4 R2 — R2-R1, Rs — R3-R1

1 1 1-1 u—6

1 1 1 6
~[0 1 2 4
0 0 A-3 u—10

Case (i): let A # 3 the rank of A =3 and rank [AB] =3
Here the no. of unknowns is ‘3’
Here p (A) =p(A/B)= No. of unknows

Rs -5R3—-R»2

The system has unique solution if A#3 and for any value of ‘p’.
Case (i1). Suppose A =3 and p#10.
We have p(A)=2 p(AB) =3
The system have no solution.
Case (iii): let A =3 and p=10.
We have p(A)=2 p(AB) =2
Here p(A)= p(AB) # No. of unknowns =3
The system has infinitely many solutions.
23. Show that the equations x+y+z = 4, 2x+5y-2z =3, x+7y-7z =5 are not consistent.
Solution: write given equations is of the form Ax =B
1 1 1 4
i.e [2 5 -2 = [3]
1 7 =7 5
consider Augment matrix i.e [A /B]
1 1 1 4]

X

y
z

[AB]=12 5 -2 3
17 -7 5

Applying R2 —R2-2R1 and Rz — R3-R1, we get

1 1 1 4
[AB]~|0 3 —4 -5
0 6 -8 1

Applying Rs— Rs-2R1, we get
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11 1 4
[A/B] ~ [0 3 —4 - 5]
00 0 11

p (A) =2 and p(A/B) =3
The given system is inconsistent as
p(A) # p[A/B].
24. Show that the equations given below are consistent and hence solve them
x-3y-8z = -10, 3x+y-4z =0, 2x+5y+6z =3

1 -3 -—-8][x -10
Solution: matrix notation is |3 1 —4|ly|=]0
2 5 61lz 3

Augmented matrix [A/B] is
1 -3 -8 —-10
[AB]=[3 1 -4 0
2 5 6 3
1 -3 /=8 =10
~10 10 20 30|R2 — R2-3R:
0 11 22 33

Rs; — R3-2R;

1 -3 -8 -—-10
~|0 1 2 3 |R2 —1/10 R»
0 1 2 3

R3; —1/11R3

1 -3 -8 —10
~10 1 2 3 |~R3 —R3-R2
0 0 0 3

This is the Echelon form of [AB]
P(A) =p(A/B) = 2<3 (no. of unknown)
The system has infinite number of soln.

The given system of equations is equal to

1 -3 -=-8][x -10
0 0 0l1lz 0
x-3y-8z = -10
y+2z =3

Give arbitary value to z. i.e say z =k then y = 3-2k and x = ++2k
For different values of k, we have an infinite number of solutions.

25. Solve the system of equations x+3y-2z = 0, 2x-y+4z = 0, x-11y+14z =0
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Solution: We write the given system is Ax =0

1 3 —=2][x 0
ie.[z -1 4”y=0
1 —11 1411z 0

1 3 =2
A~[0 -7 8 ]Rz —R> -2R1, R3—R3-R1
0 —14 16
1 3 =2
~[0 -7 8 [Rs —Rs3 -2R>
0 0 0

The Rank of the A =2 ie. p(A)
No of unknowns is ‘3’

We have infinite No. of solution
Above matrix can we write as
x+3y-2z =0 -7y+8z =0, 0=0

say z = k then y=8/7k & x=-10/7 k

giving different values to k, we get infinite no. of values of x,y,z.

26.

has non-zero solution is 6 and solve them.

Solution: Above system can we expressed as Ax =0

1—/1 2
ie. [3

2 3

2 bl

Show that the only real number A for which the system x+2y+3z = Ax, 3x+3y+z =2z,

given system of equations possess a non —zero solution 7 i.e p(A) < no. of unknowns.

For this we must have det A=0

[1 -4 2 3
3 1-14 2|=0
1-2

16/1
/1

2 3
6 — A 6
3 =0 R;1 —»R1+R2+R3
2 l

(6%)[3 1—A 2 ]
—A

0
-1

(6-7»)[3 —-2-2
-1-2

] =0c2— cC1
2 1

C3— c3—C1

(6-1) [(-2- 1) (-1- A) +1] =0
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(6- 1) WH3 A+3)=0
A = 6 only real values.

When A = 6, the given system becomes

-5 2 31[x] [O
3 =5 2|lyl=10
2 3 =51zl 10
-5 2 3 7[x] 0
0—-19 19 ||y|=10|Rz2— 5R2+3R1, R3—5R3+2R;
0 19 —19llz 0
-5 2 3 1[x 0
0—19 19||y| =|0| R3s —=R3+R:
0 0 01llz 0
-5x+2y+3z=0and -19y+192 =0
y=z

Sayz=Kk,y=kand x =k.
Solution is x =y =z=k.
27. Solve the system of egns 3x+y-z = 3, 2x-8y+z = -5, x-2y+9z = 8 using Gauss

elimination method.

3" 11 3
Solution: The argumented Matrix is[AB] = |2 — 8 1-— 5]
1 -2 9 8

Performing R2 —»R2 —%/3 R;
Rs — Rs— /3 R1, we get
3 ——e]3
TR UV %

T—73

693 231
0 0 —/ —
78 26

Rs —R3-"/26 Rz
From above we get
3x+y-z =3
-26/3y +5/3 x = -7
693/78 x = 231/26
x=1,y=1, z=1
28.
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Use Gauss-Seidel iteration method to solve the system of equations
10x+y+z=12
2x+10y+z=13
2x+2y+10z = 14.
Sol: The given system of equations gre 10x + y + z = 12
2x+10y+z=13
2x +2y + 10z = 14

The given system is diagonally dominant and rewrite the given system of equations are

First Iteration,;
x=1[12 — y©@ — z@] ........... (1)
K=" _
yW=1113 — 2x1 —zO] ............ (2)
1 10 1
Z(0=1[14 — 2x — 2yW]........(3)
1 10 1 1

we start iteration by taking y(®=0, z(®=0 in (1) we get
xL=ATf2R 20 — =102
1 10

B =12

Putting x{) = 1.2,z®=0 in(2) we get
yH=1 [13 — 2(1.2) — 0]=1.06
1

¥ = 1.06
Putting x( = 1.2,y = 1.06 in(3) ,we get
1 1

=t 114 = 2(1.2) = 2(1.06)[=U0.9
10

Z§D =0.95

Hence the first iteration values of x,v,z are x1) =12 v = 1.06,
1 1

7{1) =0.95.

,,,,,,,,,,,,,,

x2=1112 — y) —z(U] ... (4)
1 10 1 1
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y@2=1[13 — 2x® — z(1] . ... (5)
1

10 1 1
zD=1[14 — 2x@ — 2y@].........(6)
1 10 1 1

Putting y(D, z(1) values in equation (4) ,then we get
1 1

x§2) =0.999

Putting x(2) , z(1) values in equation (5) ,then we get
1 1

¥ =1.005

Putting x(2) , v values in equation (6) , the we get
1 1

z{*)=0.999
Hence the second iteration values of Xy, z are xgzj =0.999 , yf} =1.005, z:(l"’*) =0.999 .
Again taking xﬁfl =0.999 , y[f) =1.005, z(? =0.999 as the initial values ,we get

x3) = 1_[12 — 1.005 — 0.999] =0.999=1.00
1 10

wd3) i [13 — 2.0 —0.999] = 1.00
1 10

X LU, — g
1 10

Hence the 34 [teration values gs x,v.z are x3) = 1.00 , v = 1.00 , z(3)=1.00.
1 1 1

We tabulate the results as follows

Variable 1t Tteration 20d Tteration 3rd Tteration | 4% Iteration
X 1.20 0.999 1.00 1.00
v 1.06 1.005 1.00 1.00
i 0.95 0.999 1.00 1.00

Hence the solution of the given system of equationsisx =1,y =1,z=1
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